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“Fake news is fundamentally an
informational problem, and hence it
should be a core concern for LIS.” —
Brendan Luyt (2021)

During the 10th Asia-Pacific Library and Information
Education and Practice (A-LIEP) Conference,
Brendan Luyt, one of the invited speakers for the LIS
Pedagogy Panel, discussed the link of fake news with
human rights, social justice, and equality and why it
should be front and center in library and information
science (LIS) education and research. Unfortunately,
as Luyt has further discussed, the LIS field is not
doing enough. As an LIS educator, I have encountered
many LIS students who have expressed their interest
in studying misinformation and disinformation. I have
told them that they are in the right place to do so.
However, as Luyt has mentioned, I, too, felt that the
LIS field still has a lot to catch up on in studying and
researching fake news. Thus, I offer this review of two
books, written by professors from sociology and
mathematics examining humans and machines on
social media platforms to LIS students and researchers
of misinformation and disinformation. This review
will provide some of the major talking points of the
books and argue that the LIS field has a unique
opportunity to address the problems discussed in the
two resources.

Another reason for people, not just in LIS, to read the
two books is that fake news and social media usage
are the most significant issues facing society now.
Especially for the Philippines, where it is the ground
zero for fake news in social media (Ong & Cabañes,
2018).

ABOUT THEAUTHORS
Christopher Bail is a professor of sociology and public
policy and founder of the Polarization Lab at Duke
University. He is well-known for researching issues
on political polarization in the United States,
especially on matters of race, religion, and
immigration. His most cited article on Google
Scholar, written with his colleagues, is a 2018 article
that examines what happens when people are exposed
to views different from their own (Bail et al., 2018),
which has become the basis of his book.

Noah Giansiracusa, on the other hand, teaches
mathematics and data science at Bentley University
in Waltham, Massachusetts. He has been quoted
multiple times in Forbes articles on artificial
intelligence (AI) and deepfakes and has taught a
course entitled Seeking Truth with Data. How
Algorithms Create and Prevent Fake News is his first
book. Although Giansiracusa comes from a highly
technical field of mathematics and data science, his
work was praised by many, including a Nobel
laureate in economics, for explaining machine
learning and AI in simple terms, which is one of the
reasons this book was reviewed.

SOCIALMEDIAASA PRISM
Perhaps the most notable contribution of Breaking the
Social Media Prism is the critique of our notion of
social media as echo chambers and the argument for a
new metaphor which is social media as a prism. These
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ideas were carefully explained in chapters one to six,
which are the most of the book.

According to Bail, the normative assumption about
social media users is that they come in and, in time,
follow people and ideas similar to and validate their
own. Eventually, they become trapped in a feedback
loop that reinforces their ideas, known as the echo
chamber. This assumption leads to attempts to
“break” the echo chamber, such as exposing people
to views that are different from their own, hoping
that doing so will allow users to reevaluate their
beliefs in light of new information. However, as this
book has pointed out, the reverse is more likely to
happen. Exposing people to ideas that are different
from their own pushes them to cling to their beliefs
more.

As an alternative, Bail offers that instead of seeing
social media as an echo chamber, we can look at it as
a prism that distorts reality. In particular, it amplifies
the voice of a few users with extreme views on issues
while silencing the points of view of the many with
moderate and similar opinions. This distortion of
reality, or social media prism, is what causes
polarization on social media.

These claims were drawn from research conducted by
Bail and the Polarization Lab through carefully
designed experiments and ethnography of real people
using social media. The stories and quotes from their
subjects provide a face on an otherwise unhuman
platform that we see on social media.

So how do we break the prism? The remaining
chapters of the book provided steps on how to do this.
Chapter 7 explores the question of what happens when
we delete our social media accounts and whether it is
genuinely possible to divorce our daily lives from big
tech platforms. Chapter 8 starts discussing how we
can start seeing ourselves in the prism and break them.
Finally, the last chapter offers tools developed by the
Polarization Lab that ordinary citizens can use to
break the social media prism.

One obvious criticism of Bail’s work is that it is
American-centric, which is understandable given that
one of their missions is to understand American
society. The Philippines is unique given that there is
evidence pointing to troll farms, social media users
deliberately operated by mechanisms to sow
misinformation and disinformation (Ong & Cabañes,
2018). Personal communication with the author
confirmed that they only focused on human users of
the platform and not troll farms.

Nevertheless, the work of Bail and his Polarization
Lab offers many insights on how human behaves
when confronted with polarizing views and fake news
on social media. Moreover, the book provides an
appendix of research methods detailing the
experiments done through social media, which is very
useful for students and researchers.

ECONOMICS OF FAKE NEWS
AND ITS RELATION TOAI
In How Algorithms Create and Prevent Fake News,
Giansiracusa started the book with a chapter on the
economics and history of news production and how
news content is propagated horizontally and vertically
by small and big news organizations. This chapter
serves as a foundation in analyzing the incentives of
various organizations and corporations to create and
share fake news in the following chapters.

Chapters 2 and 3 serve as a crash course on Machine
Learning, specifically on methods and algorithms that
generate texts, images, and videos. Giansiracusa
showed expertise in explaining how the algorithms
like Generative Pre-trained Transformer 3 (GPT-3) and
Generative Adversarial Network (GAN) work. The
author also provided the historical and social contexts
of the algorithms. In these chapters, the recurring
theme of a race between producing and detecting fake
news starts. Some algorithms are tasked to produce
texts, images, and videos, while others are created to
detect these AI-produced content. One example given
in the book is that early deepfake videos feature human
beings that blink less. This information was added to
algorithms trying to detect deepfake videos, and thus,
were able to adjust, making the detection harder.

Chapters 4 to 8 are a closer examination of how the
algorithms are deployed in various online platforms.
YouTube algorithms for video recommendations
were discussed in Chapter 4. Chapter 5 is an
interesting chapter with fun trivia on the relationship
between Wonder Woman and lie detectors or
polygraphs and the not-so-fun reality of attempting
to automate lie detection tests. Chapter 6 is perhaps
the longest as it discusses the different Google
products and the ways in which fake news may
propagate through them—from maps, news, images,
and search. Chapter 7 continues the discussion with
Google but focuses on advertisements with some
discussion on Facebook political ads. While Chapter
8 is dedicated to the spread of fake news on social
media platforms like Facebook and Twitter, along
with the challenges in content moderation. All of the
chapters showed that big tech companies had used
algorithms to maximize user engagement.
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Interestingly, even though Giansiracusa’s book came
out before the Facebook Whistleblowers (Hao, 2021;
Paul & Anguiano, 2021), the points raised, especially
in Chapter 8, support the claims that Facebook
algorithms amplify hateful content. The bottom line
of big tech companies is their profits for their
shareholders. As Bail mentioned in Breaking the
Social Media Prism:

Suppose we could identify a small
tweak to Facebook’s platform that
would reduce the number of uncivil
exchanges … by 7.5 percent, though it
would also decrease ad clicks by 5
percent. Would the company’s
leadership and board members go for
it? (p. 97)

The last chapter of Giansiracusa’s work provides
tools for detecting and minimizing the spread of fake
news.

WHY SHOULD LIS STUDENTSAND
PROFESSIONALS READ THESE BOOKS?
LIS students and researchers interested in social
media, fake news, and AI will benefit from these two
books. Not only have they provided a foundational
introduction to these concepts, but they have also
listed some of the latest studies done in the field. Both
resources also showed technical tools that can be
used to detect fake news, create network visualization
from Twitter data, and identify bot-like accounts.

Perhaps the most important thing that both resources
have in common is that both point toward the
insufficiency of current AI and machine learning
solutions in detecting and preventing fake news. This
aspect of social media platforms remains human
(Roberts, 2021), especially content moderation
(Roberts, 2014). Even if AI and/or machine learning
advances in solving fake news, most of this only
applies in English-speaking countries, as shown in
Chapter 8 of Giansiracusa’s work. Misinformation
detected in English can still propagate unchecked in
the Spanish language; what more for the languages of
the developing countries?

Thus, when algorithms fail in identifying truthful and
trustworthy information, the role of LIS professionals
has never been more needed. Roberts (2014)
mentioned that,

As the internet has ceded its space to
more and more sites of corporatized
control and models of information

sharing that are fundamentally driven
by profit motive before all other
values, libraries have remained
largely more transparent, more open,
and more responsible to the public. (p.
217)

There is an opportunity for LIS professionals to lead
communities in navigating the social media
infosphere. This, of course, will require funding,
support, and leadership.
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